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ABSTRACT
Learning procedures such as mere exposure, evaluative conditioning, and approach/avoidance training have been used to establish evaluative responses as measured by the Implicit Association Test (IAT). In this paper, we used the Quad model to disentangle the processes driving IAT responses instantiated by these evaluative learning procedures. Half of the participants experienced one of these three procedures whereas the other half only received instructions about how the procedure would work. Across three experiments (total n = 4231), we examined the extent to which instruction-based versus experience-based evaluative learning impacted Quad estimates of the Activation of evaluative information in IAT responses. Relative to a control condition, both instruction- and experience-based evaluative learning procedures influenced Activation. Moreover, and contrary to what prevailing models of implicit evaluations would predict, in no instance did experience-based procedures influence (positive or negative) Activation more strongly than instruction-based procedures. This was true for analyses which combined procedures and also when testing all three procedures individually. Implications for the processes that mediate evaluative learning effects and the conditions under which those processes operate are discussed.
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In the years since the introduction of the Implicit Association Test (IAT: Greenwald, McGhee, & Schwartz, 1998), a number of evaluative learning procedures have been found to influence responses on that task. Three such procedures are the repeated presentation of stimuli (as in mere exposure studies), the pairing of stimuli (as in evaluative conditioning studies), and contingencies between stimuli and approach or avoidance responses (as in approach-avoidance training studies). Mere exposure effects refer to a change in liking due to repeated stimulus presentations (e.g. viewing one consumer product frequently leads people to like it more than a second product viewed less frequently: Zajonc, 1968). Evaluative conditioning refers to a change in liking due to the pairing of stimuli (e.g. pairing a person with positive words leads that person to be liked more than another who was paired with negative words: Hofmann, De Houwer, Perugini, Baeyens, & Crombez, 2010). Finally, approach-avoidance effects refer to changes in liking due to a particular relation between stimuli and responses (e.g. repeatedly approaching one beverage and avoiding another leads people to like the former more than the latter: Wiers, Eberl, Rinck, Becker, & Lindenmeyer, 2011).

Recent research has demonstrated that each of these three evaluative learning procedures can lead to reliable differences in IAT D-scores (mere exposure: Van Dessel, Mertens, Smith, & De Houwer, 2019; evaluative conditioning: Gregg, Seibt, & Banaji, 2006; Mitchell, Anderson, & Lovibond, 2003; Olson & Fazio, 2001; approach-avoidance: Van...
Dessel, De Houwer, Gast, Smith, & De Schryver, 2016). D-scores are based on differences in response latencies and errors in one set of IAT trials (e.g. in which insect and pleasant concepts share a response key) versus another (e.g. in which insect and unpleasant concepts share a response key), and are typically interpreted as evidence of evaluative response strength and/or assumed to reflect the automatic activation of associations between representations in memory. However, subsequent research has revealed that IAT D-scores are not “process pure” indices of automatic associations or evaluative response strength but, instead, reflect the operation of multiple processes (Conrey, Sherman, Gawronski, Hugenberg, & Groom, 2005). To the extent that multiple processes contribute to responses on the IAT, any interpretation of evaluative learning effects on implicit evaluations based on IAT D-scores lacks precision because these effects may be mediated by relatively automatic processes, relatively controlled processes, or a combination of both. With this limitation in mind, we set out to disentangle the contribution of multiple processes to IAT responses resulting from evaluative learning procedures using the quadruple process model (Quad model: Conrey et al., 2005).

**The Quad model**

The Quad model has been implemented as a multinomial model (see Batchelder & Riefer, 1999) designed to estimate the independent contributions of multiple processes from responses on implicit measures (see Sherman, 2006; Sherman et al., 2008). According to the model, performance on implicit measures such as the IAT is influenced by four qualitatively distinct processes. The Activation parameter refers to the degree to which evaluative information (e.g. information connecting a stimulus with positive valence) is activated by the presence of a stimulus on a given IAT trial. The more accessible the information (e.g. the stronger the association is between “insects” and “unpleasant”, or the stronger the propositional belief that “insects are unpleasant”), the more likely that information is to be activated and produce a response tendency in a direction consistent with that information. The Detection parameter reflects the likelihood that the participant can discriminate between correct and incorrect responses, according to task requirements. Sometimes, activated evaluative information conflicts with the detected correct response. For example, on an IAT trial in which a picture of a disliked insect appears, and insects and pleasant stimuli share a response key (i.e. a so-called “incompatible” trial), the response tendency activated by the negatively evaluated insect (i.e. to press the button labelled “unpleasant”) conflicts with the detected correct response (i.e. to press the button labelled “pleasant”). In this case, the Quad model proposes that an Overcoming Bias process resolves the conflict. This parameter refers to an inhibitory process that prevents activated evaluative information from influencing behaviour when this information conflicts with detected correct responses. Finally, the Guessing parameter reflects any other processes that guide responses in the absence of influence from the other three parameters. The construct validity of the Quad model has been extensively demonstrated in previous research (see Calanchini & Sherman, 2013; Sherman et al., 2008).

**Applications of the Quad model to the IAT**

The Quad model has previously been used to examine the cognitive processes that underpin different interventions designed to influence implicit evaluations. For example, exposure to liked Black people and disliked White people (e.g. Dasgupta & Greenwald, 2001) leads to a significantly lower Black-unpleasant Activation estimate compared to a control condition, but does not influence other model parameters (Gonsalkorale, Allen, Sherman, & Klauer, 2010). In contrast, depicting members of social groups in positive versus negative contexts (e.g. Wittenbrink, Judd, & Park, 2001) does not influence Activation but does influence Overcoming Bias (Allen, Sherman, & Klauer, 2010). A third example is perhaps most relevant to the present research: participants completed a version of an evaluative conditioning task in which they viewed pictures of Black and White people paired with positive and negative images (e.g. Kawakami, Dovidio, Moll, Hermens, & Russin, 2000). Rather than passively observing the pairings – as in typical studies using this task – in one condition, participants responded “yes” to stimulus pairings that are counter to typical prejudices (i.e. Black-pleasant;
White-unpleasant), whereas, in another condition, participants responded “yes” to stimulus pairings that are consistent with typical prejudices (i.e. Black-unpleasant; White-pleasant). Thereafter, participants completed an IAT measuring evaluations of Black and White people. When the Quad model was applied to these data, participants in the counter-prejudicial training condition demonstrated lower Black-unpleasant and White-pleasant Activation estimates than did participants in either the prejudice-consistent training or a control condition, as well as an increase in Detection (Calanchini, Gonsalkorale, Sherman, & Klauer, 2013). In each of these examples, Quad modelling had important implications for theories about the mental processes underlying observed effects that would be overlooked by a reliance on only D-scores.

The present research

In the current work, we applied Quad modelling to IAT responses produced by mere exposure, evaluative conditioning, and approach-avoidance in order to examine the mental processes that mediate evaluative learning effects. Specifically, “experience” in the form of repeated presentations of a single stimulus, pairing of stimuli, or the pairing of stimuli with responses has long been argued to lead to the installation of mental associations in memory (Rydell & McConnell, 2006; Smith & DeCoster, 2000). However, a number of researchers have recently proposed an alternative idea: that mere exposure, evaluative conditioning, and approach-avoidance effects are instead mediated by processes that operate on the basis of propositions (De Houwer, 2009, 2018; Mitchell, De Houwer, & Lovibond, 2009). Unlike associations, which are simple links between concepts (e.g. “insects + unpleasant”), propositions can include more information in that they can specify how concepts are related (e.g. “Some insects eat other insects”).

Relatedly, a number of studies now show that implicit evaluations can be learned not only via experience, but also via instructions. For instance, mere instructions about the repeated presence of a single stimulus, pairing of stimuli, or relationship between stimuli and actions can produce IAT D-scores that are similar to, if not stronger than, those produced via experience (De Houwer, 2006; Kurdi & Banaji, 2017; Van Dessel, Gawronski, Smith, & De Houwer, 2017; Van Dessel, Mertens, Smith, & De Houwer, 2017). Given that participants who only receive instructions describing evaluative learning paradigms never directly experience the procedures that are assumed to create associations in memory, instruction-based evaluative learning effects are assumed to be mediated by non-associative processes, such as propositional processes (but see Fazio, 2007; Gawronski & Bodenhausen, 2006).

Overview of experiments

We examined the process-level effects of evaluative learning on IAT responses in two on-line (Experiments 1 and 3) and one laboratory-based study (Experiment 2). Participants were exposed to an experience- or instruction-based variation of one of three evaluative learning procedures (mere exposure, evaluative conditioning, approach-avoidance), followed by an IAT. We then applied the Quad model to the IAT data in order to examine the processes underpinning the effects of instruction- and experience-based procedures on IAT responses. If IAT effects are mediated by associative rather than propositional processes, and if associations are formed via experience and not (or more weakly) via instructions, then we should observe higher estimates of Activation in the experience versus instruction conditions. In contrast, if evaluative learning influences IAT responses through propositional processes, then we should observe similar Activation estimates in the experience and instruction conditions.

Experiment 1

Method

Participants

Participants were 1495 volunteers at the Project Implicit website (https://implicit.harvard.edu) randomly assigned to this study from a pool of approximately 10 studies. The mean age was 36.7 years, (SD = 15.1) and the majority (62.7%) were women. Participants were citizens of 67 different countries, with 60% being from the United States, 9% from the United Kingdom, 6% from Canada; all other countries <2%.

Materials

Stimuli

Two nonsense words (Vekte and Empeya) served as brand names during the evaluative learning and measurement phases. These brands were selected
on the basis of a pre-rating study in which a separate set of Project Implicit participants (n = 634) rated twenty fictitious brand name and logo compounds on a scale ranging from 1 to 7 with 4 as a neutral point. Vekte (M = 4.02, SD = 0.96) and Empeya (M = 4.03, SD = 1.04) were rated most neutrally. Whether Vekte or Empeya was paired with positive or negative stimuli in the following procedures was counterbalanced across participants.

**Evaluative learning**
Participants were randomly assigned to one of six evaluative learning conditions: an experienced or instructed version of mere exposure, evaluative conditioning, or approach-avoidance. See Appendix A for full text of all of the instruction conditions.

**Mere exposure: experience**
Participants were told that they would see images of different brands. They were then presented with the logo of one brand ten times and the logo of another brand once. Each image was presented on the screen for 500 ms with a 1000 ms inter-trial interval. Order of stimulus presentation was randomised.

**Mere exposure: instructions**
Participants were instructed that, later on in the study, one brand would be presented frequently and another brand would be presented infrequently.

**Evaluative conditioning: experience**
Participants were first told that they would see images of brands that would be paired with a second image. The task proceeded automatically for 30 trials. In 15 trials, one brand was paired with one of five positive images; in the other 15 trials, the other brand was paired with one of five negative images. Each pair of images was on the screen for 2000 ms with 750 ms between trials.

**Evaluative conditioning: instructions**
Participants were instructed that, later on in the study, they would see positive and negative images paired with the two brand names. Specifically, they were told that whenever one brand name was presented a positive image would also appear, and whenever another brand name was presented a negative image would appear.

**Approach-avoid: experience**
Participants were told to use the up and down keys of the computer keyboard to control a stick figure depicted onscreen. They were also told that brand logos would appear in the centre of the screen with green or blue borders around them, and they were instructed to make the stick figure approach the brand with a green border and avoid the brand with a blue border. Throughout the task, one brand always had a green border around it and the other brand always had a blue border around it, such that participants consistently approached the former brand and avoided the latter. At the beginning of each trial, the stick figure randomly appeared either above or below the logo. In this way, half of the “approach” movements required participants to use the up arrow and the other half the down arrow. When the appropriate arrow was pressed, the stick figure moved toward or away from the brand; no movement occurred if the incorrect arrow was pressed. Participants began the approach-avoid task with four practice trials, one each for approaching or avoiding the brands with an upward and downward motion. They then continued the task for an additional 56 trials.

**Approach-avoid: instructions**
Participants were instructed that, later on in the study, they would see two brand names that they would need to approach and avoid. Specifically, whenever they would see one brand they would need to approach it and whenever they would see the other brand they would need to avoid it.

**Implicit association test (IAT)**
Participants completed an IAT (Greenwald et al., 1998) designed to assess automatic evaluative responding towards the two brands. In this task, participants assigned stimuli to the following categories: “Vekte”, “Empeya”, “Good”, and “Bad”. Stimuli for the Empeya and Vekte categories consisted of four different versions of the brand name and logo (see Appendix A). Evaluative stimuli were positive (e.g. Happy) and negative (e.g. Sad) adjectives. Stimuli from one of these four categories were presented sequentially on the participant’s computer screen against a white background. Empeya and Vekte were presented in green and the evaluative categories were presented in blue; labels appeared in the upper-left and upper-right of the screen. Participants used the “E” key and
the “I” key to sort stimuli to the left and right, respectively, and were instructed to sort stimuli quickly while making as few errors as possible.

The IAT was constructed following the recommendations of Nosek and colleagues (Nosek, Greenwald, & Banaji, 2005). Participants began by sorting Vekte and Empeya stimuli (20 trials) and then sorted evaluative stimuli (20 trials). Next, participants completed 60 trials in which stimuli related to Vekte and positive shared a single response key and stimuli related to Empeya and negative shared a single response key. Participants then practiced sorting stimuli related to Vekte and Empeya with the reversed response mapping for 20 trials before completing a second set of 60 trials in which Vekte stimuli shared a response key with negative and Empeya stimuli shared a response key with positive. If the participant made an error, a red “X” appeared on the screen; participants had to make a correct response in order to continue. Whether participants completed the task with Vekte first paired with positive or negative was counterbalanced.

Procedure

After providing informed consent, participants were told that they would encounter two brands (Empeya and Vekte) that might be introduced into supermarkets in the USA and elsewhere around the world. They completed one of the six evaluative learning procedures and then the IAT. Finally, they received feedback about their IAT score as well as information about the study aims.

Results

Data preparation

In keeping with standard treatment of data collected at Project Implicit (Smith, De Houwer, & Nosek, 2013), IAT data were removed for participants who (a) had error rates above 30% when considering all IAT blocks or above 40% for any one of the critical IAT test blocks, and/or (b) responded faster than 400 ms on more than 10% of the IAT trials (49 participants; 3.3%). This left us with 1446 participants for analyses.

Parameter estimation

The structure of the Quad model is depicted as a processing tree in Figure 1. In order to estimate the parameters specified in the Quad model, we employed the Bayesian approach proposed by Klauer (2006, 2010) to fit a multilevel extension of the model that treats participants and items as random factors for each model parameter (Judd, Westfall, & Kenny, 2012), as implemented by the TreeBUGS R package (Heck, Arnold, & Arnold, 2018). In this Bayesian
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**Figure 1.** A portion of the Quadruple Process Model (Quad Model) depicting possible outcomes when a stimulus appears representing the negatively-evaluated brand. Each square represents a parameter and each path represents a likelihood. All parameters are conditional upon all preceding paths. The table on the right side of the figure depicts correct (√) and incorrect (×) responses as a function of process pattern.
approach, the \( T_1 \) statistic summarises how well the model accounts for the pattern of observed assignment frequencies aggregated across participants within each condition (Klauer, 2010), corresponding to the goodness-of-fit statistic chi-square used in traditional modelling approaches (Batchelder & Riefer, 1999). The \( T_2 \) statistic summarises how well the model accounts for the variances and correlations of these frequencies computed across participants, which thereby quantifies how well the model accounts for individual differences between participants in the individual response frequencies (Klauer, 2010).

For each participant, we calculated two Activation parameter estimates, and one estimate each for Detection, Overcoming Bias, and Guessing. One Activation parameter reflected the extent to which positive information is activated in response to the brand that was the target of positive attitude induction, and the other Activation parameter reflected the extent to which negative information is activated in response to the brand that was the target of negative attitude induction. The Guessing parameter was coded so that higher scores represented a bias toward responding with the “good” key. Across all conditions, participants made 5.29% errors. At the individual level, the median \( p \) value for \( T_1 \) was \( p = .464 \). At the group level, the observed versus predicted values for \( T_1 \) were 0.1441 and 0.0063, respectively, \( p < .001 \), and the observed versus predicted values for \( T_2 \) were 4.4610 and 0.4364, respectively, \( p < .001 \). The non-significant \( p \) value for the individual-level statistic suggests that the Quad model provides good fit to these data, but the significant \( p \) values for the group-level statistics suggest that the observed outcomes differed significantly from the predicted outcomes. However, the individual-level test is arguably underpowered to detect misfit, and given our large sample, the group-level tests are highly powered to detect even small amounts of misfit. There is no agreed-upon method to quantify model fit for the analyses used here that controls for sample size. Consequently, we include graphs of the observed versus predicted frequencies and covariances for all experiments in Appendix C. Visual inspection of these graphs indicates that differences between observed and predicted outcomes are minimal, which suggest that the Quad model provides good fit to these data. We report all parameter estimates for each experimental condition in Table 1.

**Hypothesis testing**

We conducted a series of planned contrasts for each Quad parameter in order to compare the process-level effects of instruction- versus experience-based evaluative learning. We did so by subtracting the distributions for all posterior samples of a given parameter for the three experience-based procedures from the distributions for all posterior samples of the same parameter for the three instruction-based procedures. In the resulting distribution of credible mean differences, the effects of experience- versus instruction-based learning can be interpreted as being credibly different from one another if the 95% Highest Density Interval (HDI, which corresponds to a Confidence Interval in traditional analyses) does not contain zero, with positive estimates reflecting a stronger effect of instruction-based evaluative learning and negative estimates reflecting a stronger effect of experience-based evaluative learning. We summarise below the results of these contrasts, and report in Table 2 the results of all contrasts between the instruction- versus experience-based version of each evaluative learning paradigm. The full set of all possible contrasts is available at the project page (Supplement 2: osf.io/v7y4s).

**Comparing instructions versus experience across learning procedures**

Collapsing across the three evaluative learning procedures, instruction-based learning had a stronger effect on the Activation of positive evaluative information than did experience-based learning, 0.0039, 95% HDI [0.0008, 0.0085]. None of the other parameters differed between instruction- and experience-based conditions.

**Comparing instructions versus experience within learning procedures**

The above analyses examined the effects of instruction- versus experience-based evaluative learning paradigms on Quad parameters, collapsed across learning paradigm. Though this approach increases statistical power by focusing on the key variable of interest in the present research (i.e. the distinction between instruction- versus experience-based evaluative learning), this approach is limited in that it may obscure or overlook differences within individual learning paradigms. However, there is little evidence of this – among 15 possible within-procedure comparisons, only three were significant. Within
approach-avoidance procedures, instructions had a stronger effect on the Activation of positive evaluative information than did experience, 0.0057, 95% HDI [0.0004, 0.0138]. Within the evaluative conditioning procedures, instructions had a stronger effect on Detection than did experience, 0.0237, 95% HDI [0.0077, 0.0400], whereas experience had a stronger effect on Overcoming Bias parameter than did instructions, −0.8928, 95% HDI [−1.000, −0.1082]. See Supplement 2 (osf.io/v7y4s) for tests of all possible comparisons between Quad parameters in this and subsequent studies.

**Discussion**

Experiment 1 revealed stronger effects of instruction- versus experience-based evaluative learning on the Activation of positive evaluative information. However, instruction- and experience-based learning had equivalent effects on Detection, Overcoming Bias, Guessing, and Activation of negative evaluative information. These results suggest that the process-level effects of instruction-based learning are largely - but not entirely – equivalent to those of experience-based learning. Though the limitations of interpreting null results are well-known, we nevertheless believe these findings are meaningful because of their implications for the dominant theoretical perspective that evaluative learning effects on implicit evaluations are associative in nature. The evaluative learning procedures used in Experiment 1 have long been presumed to operate via association formation processes (see Hofmann et al., 2010; Van Dessel, Hughes, & De Houwer, 2018; Zajonc, Markus, &
Wilson, 1974), and the IAT is presumed to be a measure of association strengths – as indicated by its very name – and the Activation parameter of the Quad model is generally described as an index of association activation (e.g. Conrey et al., 2005). From this perspective, the pattern of results reported in Experiment 1 is certainly noteworthy; mere instructions resulted in automatically activated response tendencies to a similar or greater extent than did experience, and in no case did direct experience with an evaluative learning procedure allow for a stronger activation of evaluative information as compared to instructions about the same procedure.

### Experiments 2–3

The purpose of Experiment 1 was to examine the relative influences of instruction- versus experience-based learning on implicit evaluations. However, Experiment 1 did not include a control condition which limits the conclusions we can draw from these data. One interpretation of the results of Experiment 1 is that both instructions and experience had equally-strong effects on (most of) the Quad parameters, but an alternate interpretation is that neither instructions nor experience had any effect on (most of) the Quad parameters. Therefore, in Experiments 2 and 3, we included a control condition in which an additional group of participants completed an IAT measuring implicit evaluations of Empyea and Vekte in the absence of any prior evaluative learning. Comparing the effects of experience- and instruction-based evaluative learning against a condition in which no evaluative learning took place will help to determine whether both forms of learning had equivalent effects or no effects. Given that the designs of Experiments 2 and 3 are largely identical, we report them together for the sake of convenience.

## Method

### Participants

Participants in Experiment 2 were 486 students at the University of Florida who completed the study in partial fulfilment of a course requirement. Mean age was 19.3 years (SD = 2.6); 70.8% of the participants were women. We ran the study until we had 50 participants per cell. Participants in Experiment 3 were 2250 volunteers at the Project Implicit website. The mean age was 38.1 years, (SD = 14.6) and a slight majority (53.6%) were women. Participants were citizens of 67 different countries, with 62% being from the United States, 8% from the United Kingdom, 7% from Canada; all other countries <3%. Participants who had participated in Experiment 1 (or any other Project Implicit studies using Empyea/Vekte stimuli) were not eligible to participate in the current study.

### Materials and procedure

Experiment 2 differed from Experiment 1 in two ways. The first difference was that participants in a control

<table>
<thead>
<tr>
<th></th>
<th>Positive Activation</th>
<th>Negative Activation</th>
<th>Detection</th>
<th>Overcoming Bias</th>
<th>Guessing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experiment 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instruct vs. Exp</td>
<td>0.0039</td>
<td>0.0012</td>
<td>0.0081</td>
<td>−0.0881</td>
<td>0.0183</td>
</tr>
<tr>
<td></td>
<td>[0.0008, 0.0085]</td>
<td>[−0.0015, 0.0046]</td>
<td>[−0.0006, 0.0170]</td>
<td>[−0.5792, 0.3311]</td>
<td>[−0.0075, 0.0439]</td>
</tr>
<tr>
<td>Instruct vs. Control</td>
<td>0.0067</td>
<td>0.0039</td>
<td>0.0170</td>
<td>−0.0822</td>
<td>−0.0115</td>
</tr>
<tr>
<td></td>
<td>[−0.0010, 0.0089]</td>
<td>[−0.0091, 0.0079]</td>
<td>[−0.0017, 0.0357]</td>
<td>[−0.5703, 0.3347]</td>
<td>[−0.0570, 0.0348]</td>
</tr>
<tr>
<td>Exp vs. Control</td>
<td>0.0070</td>
<td>0.0045</td>
<td>0.0284</td>
<td>0.1868</td>
<td>0.0109</td>
</tr>
<tr>
<td></td>
<td>[0.0005, 0.0198]</td>
<td>[−0.0029, 0.0158]</td>
<td>[0.0152, 0.0778]</td>
<td>[−0.6164, 0.7927]</td>
<td>[−0.0505, 0.0729]</td>
</tr>
<tr>
<td><strong>Experiment 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instruct vs. Exp</td>
<td>−0.0004</td>
<td>−0.0005</td>
<td>0.0170</td>
<td>−0.0822</td>
<td>−0.0115</td>
</tr>
<tr>
<td></td>
<td>[−0.0100, 0.0089]</td>
<td>[−0.0091, 0.0079]</td>
<td>[−0.0017, 0.0357]</td>
<td>[−0.5703, 0.3347]</td>
<td>[−0.0570, 0.0348]</td>
</tr>
<tr>
<td>Instruct vs. Control</td>
<td>0.0067</td>
<td>0.0039</td>
<td>0.0453</td>
<td>0.1868</td>
<td>0.0109</td>
</tr>
<tr>
<td></td>
<td>[0.0005, 0.0198]</td>
<td>[−0.0029, 0.0158]</td>
<td>[0.0152, 0.0778]</td>
<td>[−0.6164, 0.7927]</td>
<td>[−0.0505, 0.0729]</td>
</tr>
<tr>
<td>Exp vs. Control</td>
<td>0.0070</td>
<td>0.0045</td>
<td>0.0284</td>
<td>0.2708</td>
<td>0.0225</td>
</tr>
<tr>
<td></td>
<td>[0.0006, 0.0208]</td>
<td>[−0.0025, 0.0171]</td>
<td>[−0.0034, 0.0616]</td>
<td>[−0.5186, 0.9999]</td>
<td>[−0.0371, 0.0820]</td>
</tr>
<tr>
<td><strong>Experiment 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instruct vs. Exp</td>
<td>0.0007</td>
<td>0.0020</td>
<td>0.0047</td>
<td>0.0185</td>
<td>−0.0053</td>
</tr>
<tr>
<td></td>
<td>[−0.0016, 0.0033]</td>
<td>[−0.0003, 0.0056]</td>
<td>[−0.0025, 0.0118]</td>
<td>[−0.4158, 0.4660]</td>
<td>[−0.0283, 0.0178]</td>
</tr>
<tr>
<td>Instruct vs. Control</td>
<td>0.0032</td>
<td>0.0048</td>
<td>0.0106</td>
<td>0.1742</td>
<td>0.0148</td>
</tr>
<tr>
<td></td>
<td>[0.0009, 0.0068]</td>
<td>[0.0017, 0.0101]</td>
<td>[0.0005, 0.0214]</td>
<td>[−0.5094, 0.8409]</td>
<td>[−0.0144, 0.0437]</td>
</tr>
<tr>
<td>Exp vs. Control</td>
<td>0.0026</td>
<td>0.0028</td>
<td>0.0059</td>
<td>0.1557</td>
<td>0.0201</td>
</tr>
<tr>
<td></td>
<td>[0.0005, 0.0057]</td>
<td>[0.0008, 0.0062]</td>
<td>[−0.0046, 0.0168]</td>
<td>[−0.5295, 0.7525]</td>
<td>[−0.0091, 0.0497]</td>
</tr>
</tbody>
</table>
condition were asked to imagine that two new brands (Empeya and Vekte) would be introduced in the United States and elsewhere around the world and that they would have to complete a speeded categorisation task related to those brands. They then proceeded directly to the IAT. The second difference was that stimulus identity was held constant such that, in the attitude induction procedures, Empeya was always subject to positive and Vekte to negative attitude induction. Experiment 3 also included a control condition and held stimulus identity constant. Additionally, whereas task order\textsuperscript{6} was counterbalanced in Experiments 1 and 2, it was fixed in Experiment 3 such that the IAT was always completed directly after the learning procedure.

**Results**

**Parameter estimation**

Quad model parameters were estimated as in Experiment 1. Across all conditions, participants in Experiment 2 made 6.76\% errors and participants in Experiment 3 made 4.92\% errors. At the individual level, the median \( p \)-value for \( T_1 \) was \( p = .418 \) in Experiment 2, and the median \( p \)-value for \( T_1 \) was \( p = .454 \) in Experiment 3. At the group level, the observed versus predicted values for \( T_1 \) were 0.3223 and 0.0192, \( p < .001 \), and the observed versus predicted values for \( T_2 \) were 6.2688 and 1.4166 in Experiment 2, and the observed versus predicted values for \( T_1 \) were 0.2540 and 0.0040, \( p < .001 \), and the observed versus predicted values for \( T_2 \) were 8.2376 and 0.2798 in Experiment 3. Visual inspection of graphs of the observed versus predicted frequencies and covariances (see Appendix C) suggest that the Quad model provides good fit to these data. We report all parameter estimates for each experimental condition in Table 1. Sample size, analyses, and hypotheses for Experiment 3 were pre-registered (osf.io/v7y4s).

**Hypothesis testing**

In addition to the analyses reported in Experiment 1, in which we compared the effects of instruction- versus experience-based learning, in Experiments 2 and 3 we also conducted a series of planned contrasts to examine the effects of instruction- and experience-based learning against the control condition. To do so, we subtracted the distributions for all posterior samples of the same parameter for the three instruction-based procedures and, separately, subtracted the distributions for all posterior samples of the same parameter for the three experience-based procedures. In the resulting distribution of credible mean differences, the effects of experience- and instruction-based learning can be interpreted as being credibly different from control if the 95\% HDI does not contain zero, with positive estimates reflecting a stronger effect of evaluative learning relative to control. We summarise below the results of these contrasts, and report in Table 2 the results of all contrasts between the instruction- versus experience-based version of each evaluative learning paradigm. The full set of all possible contrasts is also available (osf.io/v7y4s).

**Comparing instructions versus experience across learning paradigms**

In Experiment 2, positive Activation estimates were larger in both the instruction-based, 0.0067, 95\% HDI [0.0005, 0.0198], and experience-based evaluative learning conditions, 0.0070, 95\% HDI [0.0006, 0.0208] relative to the control condition. Detection estimates in the instruction-based evaluative learning conditions were also larger than in the control condition, .0453, 95\% HDI [.0152, .0778], whereas Detection estimates in the experience-based evaluative learning conditions were not different from the control condition, 0.0284, 95\% HDI [.0034, .0616]. The negative Activation, Guessing and Overcoming Bias parameters did not differ from control in either the instruction- or experience-based conditions. No Quad parameters differed between the instruction- and experience-based conditions.

In Experiment 3, positive Activation estimates were larger in both the instruction-based, 0.0032, 95\% HDI [0.0009, 0.0068], and experience-based evaluative learning conditions, 0.0026, 95\% HDI [0.0005, 0.0057], relative to the control condition. Negative Activation estimates were also larger in both the instruction-based, 0.0048, 95\% HDI [0.0017, 0.0101] and experience-based evaluative learning conditions, 0.0028, 95\% HDI [0.0008, 0.0062], relative to the control condition. Detection estimates in the instruction-based evaluative learning conditions were larger than in the control condition, 0.0106, 95\% HDI [0.0005, 0.0214], whereas Detection estimates in the experience-based evaluative learning procedures were not different from the control condition, 0.0059, 95\% HDI [0.00046, 0.0168]. The Guessing and
Overcoming Bias parameters did not differ from control in either the instruction- or experience-based conditions. No Quad parameters differed between the instruction and experience-based conditions.

**Comparing parameters within learning procedure**

In Experiment 2, instructed mere exposure increased Detection more than did experienced mere exposure, $0.0416, 95\% \text{ HDI [0.0075, 0.0774]}$. No other Quad parameters differed within procedures between instruction- and experience-based conditions. In Experiment 3, instructed evaluative conditioning increased Detection more than did experienced evaluative conditioning, $0.0132, 95\% \text{ HDI [0.0002, 0.0259]}$ and experienced evaluative conditioning influenced Guessing in the direction of negative responses more than did instructed evaluative conditioning, $-0.0807, 95\% \text{ HDI [-0.1209, -0.0404]}$. No other Quad parameters differed by condition.

**Discussion**

Experiments 2 and 3 provide further evidence that instructed and experienced evaluative learning procedures have highly similar effects on the Quad parameters. Both types of procedures resulted in stronger Activation parameters relative to control. However, instructed versus experienced learning are not identical: in both experiments, instruction- but not experience-based procedures increased Detection relative to control, though the effects of the two types of procedures on Detection were not different from one another. Additionally, Experiments 2 and 3 rule out the alternative explanation for the findings of Experiment 1: instruction- and experience-based evaluative learning procedures largely have equivalent, rather than null, effects on Quad parameters. Put simply, the processes driving IAT responses do not rely solely on experience with a learning procedure, but are also affected by simple instructions about the procedure.

**General discussion**

Previous research has demonstrated that both experience with and instructions about evaluative learning procedures, such as repeated stimulus presentations (as in mere exposure studies), stimulus pairings (as in evaluative conditioning research), and contingencies between stimuli and responses (as in approach-avoidance training) can produce evaluative responses as captured by tasks such as the IAT. Building upon these findings, in the present research we employed Quad modelling to investigate the processes that mediate IAT responses established by these procedures. Whereas many argue that the effects produced by these procedures, including those reflected in the IAT, are mediated by the automatic activation of associations in memory (Hofmann et al., 2010; Phillips, Kawakami, Tabi, Nadolny, & Inzlicht, 2011; Zajonc et al., 1974), others have increasingly argued that those same effects are mediated by propositional accounts (De Houwer, 2018; Van Dessel, Mertens, Smith, & De Houwer, 2019; Van Dessel et al., 2017). In support of propositional accounts, previous research has shown that instructions about stimulus presentations, pairings, or stimulus-behaviour relations can influence performance on the IAT even when those procedures are never actually administered (e.g. De Houwer, 2006; Kurdi & Banaji, 2017; Van Dessel, De Houwer, Gast, & Smith, 2015; Van Dessel et al., 2017). The present research extends these findings, examining the processes underlying instruction- versus experience-based evaluative learning effect on implicit evaluations using Quad modelling. If evaluative learning effects on the IAT are mediated by associations, and if associations are formed only through direct experience, then experience-based procedures should produce stronger Activation estimates than instruction-based procedures. However, if evaluative learning influences implicit evaluations via propositional processes, then both instruction- and experience-based procedures should produce similar Activation estimates. The three experiments reported herein provide evidence in support of the latter perspective.

**Comparing instructions to experience**

In the present research, instruction- and experience-based evaluative learning procedures consistently influenced the Activation parameters of the Quad model. Both instructions and experience influenced the Activation of positive information to a similar extent in Experiments 2 and 3, and also influenced the Activation of negative information to a similar extent in Experiment 3. However, instructions had stronger effects on the positive Activation parameter than did experience in Experiment 1. Instructions, but not experience, also influenced the Detection parameter in Experiments 2 and 3. In many ways, these results are consistent with previous theory and
research. For example, the purpose of evaluative learning is to create evaluations towards novel targets, and the Activation parameter is assumed to reflect activation of learned evaluative information related to the presented stimuli, so it makes sense that the most consistent effects of evaluative learning procedures were on the Activation parameter. Additionally, Activation estimates in the control conditions of Experiments 2 and 3 were not different from zero, which is what should be expected of neutral, novel targets, and suggests that the control condition functioned as an appropriate baseline. Taken together, these findings reveal a degree of consistency in the influence of instruction- and experience-based evaluative learning procedures on Quad parameters, but also a degree of inconsistency. The inconsistencies between the two types of learning may reveal mechanisms underlying both approaches. For example, previous research indicates that the Detection parameter is reduced when cognitive capacity is constrained (Conrey et al., 2005). In light of this, one possible explanation for the Detection effects observed in the present research is that both instructions and experience increase Detection, but the act of experiencing an evaluative learning procedure also depletes the cognitive resources that Detection depends on to a greater degree than does simply reading instructions. Consequently, experience-based evaluative learning procedures may have countervailing effects on the kind of accuracy-oriented cognitive process reflected in the Detection parameter that instruction-based learning procedures do not seem to have. That said, the effects of instruction- versus experience-based learning procedures on Detection did not differ when they were compared directly with one another; this difference only appeared when each form of learning was compared to control. Nevertheless, this example highlights ways in which the current approach opens new avenues of investigation.

Comparing instructions to experience within learning procedures

Though the focus of the present research was on the effects of instructed versus experienced evaluative learning on the processes underlying implicit evaluations, the interested reader may reasonably wonder whether these effects differed across the three evaluative learning paradigms employed in the present research. The short answer is no. Out of twenty possible comparisons across all three experiments, only five comparisons revealed significant differences between the instructed and experienced version of a specific paradigm. Importantly, these differences were not concentrated within a certain paradigm or Quad parameter. Moreover, none of these significant differences replicated across all three experiments, and only one (i.e. stronger effects of instructed than experienced Evaluative Conditioning on Detection) replicated across two experiments. Taken together, paradigm-level effects were inconsistent and unreliable, especially in comparison to the main analyses collapsed across instruction- and experience-based conditions, which showed reliable effects of both forms of learning. In turn, these within-paradigm analyses indicate that the effects of instructed and experienced evaluative learning are relatively consistent across learning paradigms.

Relevance for cognitive theories of evaluation

The consistency of these findings also reveals the limitations of extant theory and methods. For example, participants who experienced evaluative learning procedures undeniably engaged in a qualitatively different procedure from those who were merely instructed about those procedures, and those procedural differences can be expected to result in each form of learning to be represented differently in memory. However, as the present research indicates, the Quad model cannot distinguish between evaluations formed through instructions versus experience. (Importantly, the $D$-score suffers the same limitation: De Houwer, 2006; Kurdi & Banaji, 2017; Van Dessel et al., 2015, 2017). These findings call into question the utility of analytic approaches such as Quad modeling that are grounded in dual-process models of cognition that emphasise the importance of associative processes.

The field of social cognition has been dominated by dual-process perspectives arguing that explicit evaluations are mediated by propositional (i.e. belief-based) processes, but that implicit evaluations are mediated by the automatic activation of associative links in memory (between the representation of a target stimulus and a valenced representation; e.g. Strack & Deutsch, 2004; Wilson, Lindsey, & Schooler, 2000). According to such models, to the extent that Activation parameters in the Quad model reflect evaluative information, then repeated presentation of a single stimulus, pairing of stimuli, or responses to stimuli should have
led to stronger Activation parameters than only instructions about those relationships. Of note, some associative models (e.g. Gawronski & Bodenhausen, 2011; see also Fazio, 2007) assert that the associations presumed by the model to underlie implicit evaluations can be impacted indirectly via the type of propositional reasoning likely to occur during the instruction-based procedures (see also Van Dessel et al., 2017). However, given that these models argue that the experience-based procedures would have direct effects on the associations, both types of procedures should influence the Activation parameter (for example), but experience-based procedures should result in larger parameter estimates. Yet this was not the case.

Alternately, a perhaps more parsimonious explanation for the present findings is that the effects of both types of procedures resulted in associative representations, but through different mechanisms. For example, whereas experience-based procedures could create associations in memory via the direct co-activation of representations in memory (e.g. Hebb, 1949), instruction-based procedures might produce associations via an indirect co-activation of representations in memory when participants mentally simulate the events described in the instructions. Although such an account is perhaps technically feasible, it would effectively undermine the popular idea that association formation is a low-level process specifically directed at capturing regularities in the actual environment (e.g. McConnell & Rydell, 2014). Instead, association formation would become a second way of encoding the content of higher-order cognitive processes, next to propositional representations that can capture the full relational complexity of higher-order cognition. One may wonder what the benefits are of having such a second memory system, especially when taking into account that propositional representations can have automatic effects on behaviour (De Houwer, 2014). Nevertheless, as the present research indicates, extant methods, analyses, and theory are ill-suited to draw definite conclusions about the representational nature of the processes that mediate implicit evaluations, including implicit evaluations that are based solely on instructions about learning procedures.

**Evaluative learning and automaticity**

The present research adds to our understanding of the automaticity of evaluative learning effects in the context of the IAT. A cognitive process can be considered automatic if it operates quickly, outside of conscious awareness, is minimally dependent on cognitive resources, does not require deliberate intent, or cannot be stopped once started ( Bargh, 1994; Moors & De Houwer, 2006). Importantly, a wealth of work indicates that the various conditions of automaticity do not perfectly co-vary: if a cognitive process is fast, there is no guarantee that it is also efficient or uncontrollable (e.g. Sherman, Krieglmeyer, & Calanchini, 2014).

Previous research has examined the conditions under which the mental processes specified by the Quad model operate in an attempt to reveal the extent to which each process possesses features of automaticity. For instance, Detection and Overcoming Bias are reduced when a response deadline is implemented on an IAT, but Activation and the collection of processes reflected in the Guessing parameter are not influenced by such time constraints, suggesting that the former are relatively slow and perhaps resource-dependent processes and the latter processes (or collection of processes, in the case of Guessing) operate in a relatively fast and efficient manner (Conrey et al., 2005). Overcoming Bias is also lower among older people than younger people (Gonsalkorale, Sherman, & Klauer, 2009, 2014), whereas Activation, Detection, and Guessing do not vary by age. Age-related deficits in higher-order cognitive functioning are well-documented (e.g. Connelly, Hasher, & Zacks, 1991; Hasher & Zacks, 1988), especially in the context of inhibition (e.g. Kane, Hasher, Stoltzfus, Zacks, & Connelly, 1994). To the extent that Overcoming Bias is an inhibitory process related to such higher-order cognitive functions, Gonsalkorale and colleagues’ (2009, 2014) findings thus suggest that Overcoming Bias is a relatively resource-dependent process, but that Activation, Detection, and the collection of processes reflected in the Guessing parameter are relatively more efficient. Finally, Activation, Detection, and Overcoming Bias are all influenced by implementation intentions to respond on the IAT in an egalitarian manner but Guessing is not (Calanchini, Lai, & Klauer, 2019), suggesting that the former processes are susceptibility to deliberate intent, whereas the collection of processes reflected in the Guessing parameter is not.

The present research leverages previous research on the operating conditions of the Quad parameters to reveal a relatively nuanced picture of the automaticity of evaluative learning effects in the IAT. Both instructed and experienced evaluative learning procedures influenced Activation, which possesses some features
of automaticity but not others: it is relatively fast and efficient, but susceptible to deliberate intent. Additionally, neither experience- or instruction-based evaluative learning influenced Overcoming Bias, which possesses features of control: it is relatively slow, resource-dependent, and susceptible to deliberate intent. Instruction-based procedures influenced Detection, which possesses some features of control but not others: it is relatively slow and susceptible to deliberate intent, but is efficient. Finally, neither form of learning influenced the collection of processes reflected in the Guessing parameter, which operates under conditions associated with automaticity: it is relatively fast, efficient, and not susceptible to deliberate intent. This type of specific profile of effects would be overlooked by analytic approaches that do not account for the influence of multiple cognitive processes (e.g. the IAT D-score), or by theoretical perspectives that conceptualise automaticity and control dichotomously rather than as consisting of multiple facets.

Not only does the present research speak to the automaticity versus controllability of the processes underlying evaluative learning effects in implicit social cognition, but it also highlights the relative contributions of qualitatively different types of processes. The Quad parameters are estimated on a likelihood scale, such that 0 reflects no contribution and 1 reflects consistent contribution. As Table 1 indicates, Detection estimates were generally very high (median $D = 0.9245$ across experiments and conditions), Overcoming Bias estimates were moderate (median $OB = 0.4356$ across experiments and conditions), and Activation estimates were generally very low (median $AC = 0.0045$ across experiments and conditions). Thus, on any given IAT trial in the experiments reported here, Detection is highly likely to have influenced responses, Overcoming Bias is moderately likely to have influenced responses, and Activation of evaluations is the least likely to have influenced responses. To the extent that Detection and Overcoming Bias are control-oriented processes (in that they operate to constrain the expression of activated evaluations), this pattern of results challenges assumptions that responses on the IAT minimise the influence of control-oriented processes. Moreover, the magnitude of Evaluation estimates calls into question, perhaps ironically, the relative contributions of evaluations to evaluative learning effects in implicit cognition. To be clear, the impact of evaluative learning procedures on Activation estimates was consistently observable. It was simply small and, perhaps, smaller than one would have expected. Future research should continue to investigate the role of evaluations in other evaluative learning paradigms and using other implicit measures.

**Alternative process-level perspectives**

Although the Quad model is well-validated, it is not the only analytic method available to gain process-level insight into implicit cognition. For example, Payne’s (2001) process dissociation (PD) model has also been applied to a wide variety of implicit measures. However, it is unclear whether the PD model would reveal anything in the present experiments that the Quad model overlooked. The standard version of the PD model includes two parameters, one representing Automatic processes and another representing Controlled processes, which conceptually map onto the Activation and Detection parameters of the Quad model (Payne & Bishara, 2009). A variant of the PD model includes a Guessing parameter (e.g. Hütter, Sweldens, Stahl, Unkelbach, & Klauer, 2012), which maps directly onto the Guessing parameter in the Quad model. The key difference between the Quad and PD models is that the former includes the Overcoming Bias parameter. Given that we found no evidence that evaluative learning influences Overcoming Bias in the present research, or that instruction-versus experience-based evaluative learning differentially affect Overcoming Bias, the PD model is unlikely to have changed the pattern of results reported here.

The ReAL model (Meissner & Rothermund, 2013) also accounts for the contributions of multiple processes to IAT responses. However, it has only been validated on a modified IAT procedure: in contrast to the standard IAT procedure, which is what we used in the present research, Meissner and Rothermund’s (2013) modified IAT procedure includes an extended block and trial structure, task-switch as well as task-repeat trials, and a response deadline. Given that the ReAL model has not been validated on a standard IAT, it would not be appropriate for use in the present research.

Hütter and De Houwer (2017) also applied a process dissociation model to effects of evaluative learning, and more specifically evaluative conditioning instructions. Their study came to a similar conclusion as the current study: that instruction-based learning procedures can also influence more automatic parameters of evaluative learning. That study, however, modelled memory influences on evaluative ratings rather than on IAT responses.
Conclusion

The current work is the most comprehensive investigation to date directly comparing instructed and experienced evaluative learning procedures on implicit measures of evaluations. We employ a single design to compare the effectiveness of three different procedures either in instructed or experienced forms. Instructed learning led to activation of positive and negative information during the IAT, and these effects were as strong as, or stronger than, experienced learning. In our view, these findings pose a serious challenge for existing dual-process theories of evaluation which emphasise the importance of associations to implicit evaluations. The present research suggests that instruction- and experience-based evaluative learning procedures largely have similar effects at a process level.

Notes

1. In previous research, the Activation parameter (commonly abbreviated as AC) has been almost exclusively referred to as reflecting the “activation of associations” (e.g. Conrey et al., 2005). However, the Quad model does not speak to the representational nature of what is activated, only that something has been activated. Moreover, past work has never conclusively demonstrated that associations rather than other cognitive representations are captured by this parameter. Consequently, in the present manuscript we describe the Activation parameter using language that does not rely on a priori assumptions about the underlying representational structure. This more conservative approach corresponds more closely to how the Activation parameter is described by Sherman et al. (2008): “the activation of an impulsive response tendency” (p. 316).

2. The Activation parameter does not necessarily have to reflect evaluative information. Instead, it can reflect relationships between concepts and attributes such as stereotypes (e.g. Calanchini, Sherman, Klauer, & Lai, 2014). The data from Experiment 1 are a subset of data from a larger study (Hughes, Van Dessel, Smith, & De Houwer, 2019) which included additional explicit measures and experimental conditions not relevant for the current purposes. The full design of that study is available on the Open Science Framework (see Supplement 1: osf.io/v7y4s). Participants included in the current analyses are those who were in conditions for which the sole manipulation was the evaluative learning procedures described here (e.g. participants were not included who also received counter-attitudinal information before completing the IAT).

3. In all instruction-based conditions, an attention check was used to ensure that participants could accurately recall the instructions, and progression to the next part of the experiment was contingent on a correct response. Subsequent data were included from all participants; those who initially answered this item incorrectly were asked to respond again until a correct response was made.

4. Though IAT research often focuses on D-scores (Greenwald, Nosek, & Banaji, 2003), the current manuscript is focused on analysis of Quad model parameters. As such, for the sake of space and clarity, we do not include D-scores in the main text, but report them for all three experiments in Appendix B.

5. In all three experiments, participants answered five questions (e.g. explicit attitude, confidence) which are not relevant for the current purposes and which we did not analyze. The full text of these items is available at the OSF project page (see Supplement 3: osf.io/v7y4s).

6. Guessing is operationalized in the Quad model as the tendency to select “pleasant” versus “unpleasant” responses. However, Guessing should not be interpreted as a specific cognitive process but, rather, as reflecting any processes that influence responses in addition to Activation, Detection, and Overcoming Bias.

7. The Quad model is structured such that the Overcoming Bias parameter influences responses to target (i.e. Empeya, Vetke) but not attribute (i.e. pleasant, unpleasant) stimuli, and only in the incompatible blocks of the IAT. In contrast, Activation, Detection, and Guessing influence responses to both type of stimuli in both blocks of the IAT. Consequently, the Overcoming Bias parameter is estimated from fewer trials and, thus, less reliably than the other three parameters. As such, the present research should not be interpreted as strong evidence that evaluative learning has absolutely no effect on Overcoming Bias but, instead, that any effects are too small to be reliably detected given the present samples.

8. This is not true of the Guessing parameter, which is anchored at .5 rather than 0. Guessing estimates >.5 reflect a tendency to respond with the “good” key, estimates <.5 reflect a tendency to respond with the “bad” key, and estimates =.5 reflect no evaluative response bias. Consequently, Guessing parameters cannot be interpreted in the same way as the other Quad parameters.

9. The Activation, Detection, and Guessing parameters are specified in the Quad model to influence responses to both target and attribute stimuli in both blocks of the IAT. In contrast, the Overcoming Bias parameter is specified to only influence responses to target stimuli and only in the incompatible blocks of the IAT.
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Appendices

Appendix A

Screen shots of Instruction Conditions (All Experiments)

Mere Exposure Instructions

Later on in this study you will see two new brand names (Empeya and Vekte) that may be introduced to supermarkets in the USA and elsewhere around the world. Remember that later on in this experiment:

The brand name **EMPEYA** will be presented to you OFTEN

The brand name **VEKTE** will be presented to you RARELY

It is VERY important that you remember how often these two brand names will be presented later in the experiment. You will need this information to complete the tasks correctly. This information will NOT be presented later in the experiment - ONLY NOW - so please read it carefully.

Continue

Evaluative Conditioning Instructions

Later on in this study, you will see a positive image (e.g., a happy person) or a negative image (e.g., a disgusted person). Each image will be paired with a brand name (either Empeya or Vekte) that may be introduced to supermarkets in the USA and elsewhere in the world. Specifically, later in this experiment:

Whenever you see the brand name **EMPEYA**, a **POSITIVE IMAGE** will also appear.

Whenever you see the brand name **VEKTE**, a **NEGATIVE IMAGE** will also appear.

It is VERY important to remember which brand name will be paired with positive or negative words in the second part of the experiment. You will need this information to complete the tasks successfully. This information will NOT be presented later in the experiment - ONLY NOW - so please read it carefully.

Continue

Approach Avoid Instructions

Later on in this study you will see two brand names (Empeya and Vekte) that may be introduced to supermarkets in the USA and elsewhere around the world. You will have to make a particular action every time you see one of these brand names. Specifically, later in this experiment:

Whenever you see the brand name **EMPEYA**, you will need to **APPROACH** it.

Whenever you see the brand name **VEKTE**, you will need to **AVOID** it.

It is VERY important to remember what brand name you will have to approach or avoid later in the experiment. You will need this information to successfully complete the study. This information will NOT be presented later in the experiment - ONLY NOW - so please read it carefully.

Continue
Appendix B

IAT D-Scores by Condition and Experiment

<table>
<thead>
<tr>
<th>Condition</th>
<th>Experiment 1</th>
<th></th>
<th></th>
<th>Experiment 2</th>
<th></th>
<th></th>
<th>Experiment 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>M (SD)</td>
<td></td>
<td>n</td>
<td>M (SD)</td>
<td></td>
<td>n</td>
<td>M (SD)</td>
</tr>
<tr>
<td>AA-E</td>
<td>190</td>
<td>0.22 (0.42)</td>
<td></td>
<td>47</td>
<td>0.20 (0.44)</td>
<td></td>
<td>201</td>
<td>0.17 (0.46)</td>
</tr>
<tr>
<td>AA-I</td>
<td>205</td>
<td>0.33 (0.43)</td>
<td></td>
<td>64</td>
<td>0.28 (0.36)</td>
<td></td>
<td>329</td>
<td>0.32 (0.42)</td>
</tr>
<tr>
<td>EC-E</td>
<td>195</td>
<td>0.36 (0.43)</td>
<td></td>
<td>78</td>
<td>0.40 (0.37)</td>
<td></td>
<td>254</td>
<td>0.38 (0.46)</td>
</tr>
<tr>
<td>EC-I</td>
<td>200</td>
<td>0.47 (0.39)</td>
<td></td>
<td>53</td>
<td>0.35 (0.42)</td>
<td></td>
<td>267</td>
<td>0.42 (0.44)</td>
</tr>
<tr>
<td>ME-E</td>
<td>222</td>
<td>0.07 (0.48)</td>
<td></td>
<td>58</td>
<td>0.12 (0.39)</td>
<td></td>
<td>270</td>
<td>0.09 (0.46)</td>
</tr>
<tr>
<td>ME-I</td>
<td>209</td>
<td>0.13 (0.42)</td>
<td></td>
<td>49</td>
<td>0.12 (0.44)</td>
<td></td>
<td>287</td>
<td>0.07 (0.43)</td>
</tr>
<tr>
<td>Control</td>
<td>50</td>
<td>0.01 (0.49)</td>
<td></td>
<td>49</td>
<td>0.12 (0.44)</td>
<td></td>
<td>290</td>
<td>0.00 (0.41)</td>
</tr>
</tbody>
</table>

Note. Positive IAT D-scores reflect a pro-Empeya bias (in line with the direction of the evaluative learning procedure); AA-E = approach-avoidance experience; AA-I = approach-avoidance instructions; EC-E = evaluative conditioning experience; EC-I = evaluative conditioning instructions; ME-E = mere exposure experience; ME-I = mere exposure instructions.

Appendix C

Graphs of Observed versus Predicted Response Frequencies and Covariances as indices of model fit.

The x-axis of all graphs are labelled as follows:

- t01: correct responses to stimuli representing the positive brand when the positive brand/good words share a response key
- t03: correct responses to stimuli representing the negative brand when the negative brand/bad words share a response key
- t05: correct responses to good words when the positive brand/good words share a response key
- t07: correct responses to bad words when the negative brand/bad words share a response key
- t09: correct responses to stimuli representing the positive brand when the positive brand/bad words share a response key
- t11: correct responses to stimuli representing the negative brand when the negative brand/good words share a response key
- t13: correct responses to good words when the negative brand/good words share a response key
- t15: correct responses to bad words when the positive brand/bad words share a response key

The y-axis of the response frequency graphs represents number of correct responses for each response category, which can range from 0 (no correct responses) to 15 (all correct responses).

The y-axis of the covariance graphs represents the covariances between each response category.
Experiment 1:

**Observed (red) and predicted (boxplot) mean frequencies**

**Observed (red) and predicted (gray) covariances**
Experiment 2:
Experiment 3: